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9. Brief objective of the project:  

The proposed research project will address the problem of finding an energy efficient 

routing and fault tolerance way in which wireless sensor nodes can communicate and gather 

data. Present problem definition will explore the static as well as mobile sink nodes for network 

coverage checking redundancy required for geographical coverage and collection of data for 

processing and communication between the active nodes. 

To achieve this, the proposed research project addresses the following goals: 

 Generate a dummy field to be used as input to our problem of sensor network 

 Propose a method for coverage of the dummy field 

 Proposing an algorithm for performance and reliability study of the existing 

network incorporating the following issues 

 Taking care of static nodes and mobile sink nodes separately for data collection 

 Investigating the effect of mobility on network performance 

 Studying collaborative effect of the static and the mobile nodes on network 

performance 

 Generating a mathematical model for the proposed work and its validation 

 Application of proposed model to the real field for its validation 

 

10. Methodology:  

 

The lack of research in the area in which multiple mobile sinks can be used within the same 

cluster and assigning one of them to be a cluster head and the other sinks will still work within 

the cluster to collect data from the cluster’s static sensor nodes. 

It is well known that using mobile sinks in a wireless sensor network will reduce the energy 

consumption of the static sensor nodes. However the proposed research extends the use of 

mobile sinks in that it will investigate the effect that results from using multiple sinks within 

every cluster after portioning the network into clusters. Worth mentioning one of the existing 

clustering algorithms will be used to group sensor nodes within the network but it will not be 

further investigated as clustering is not the aim of the proposed research. Also, using multiple 

and redundant mobile sink nodes will increase the degree of fault tolerance of the system. 

The unavailability of a clear pattern according to which mobile nodes should move. The 

existing research regarding sink mobility uses either random motion or an adaptive. In the 

proposed research sinks mobility within a cluster will take into consideration the existence of 

other mobile sinks within the same cluster in case it was decided that the mobile sink acting as a 

cluster head will be able to move too. Also, when moving a mobile sink, the existence of another 

sink belonging to another cluster in the intersection area of the clusters must be considered. As a 

result, the mobile nodes in the wireless sensor network will be moving in zones within their 

clusters. Therefore, the cluster head will have its own zone to move in and the other mobile sinks 

will be moving in the part that was not covered by the cluster head. 



The unavailability of collaboration between the static sensor nodes and the mobile sinks in 

terms of sensing, as the previous work assumes that the static sensor nodes have the ability to 

sense the environment, while the sink is responsible for aggregating the data received from 

various nodes. 

When a mobile sink that is equipped with sensing capability is in the area in which a static 

mobile node senses and gets information, the mobile sink will sense that region on the sensor 

node’s behalf, while the static sensor node can go to a power saving mode. Thus, further 

reduction in the energy consumption of the static sensor nodes can be achieved. However, there 

is still a need for the static sensor nodes in the network to cover the other parts of the cluster 

which are not covered by the mobile sinks. 

 

11. Work done so far and results achieved and publications, if any, resulting from the work 

(Give details of the papers and names of the journals in which it has been published or 

accepted for publication:  

 

In this project, we have found several problems to design a fault tolerance wireless sensor 

network. We have formulate nine different problems in this project. To solve these problems, we 

have designed several algorithms. The proposed algorithms have solved these problems and have 

achieved numerous attracting results through the simulation and field testing. In this report, we 

provide these results as a final report of this project. The particulars about the proposed 

algorithms have achieved in our published papers that have attached separately with this report.        

Problem 1:  

First we have found that the recovery problem of the faulty hardware sensor nodes in WSN. In 

WSN, if any hardware fault occurs within the sensor nodes, these nodes declare as dead nodes. 

These nodes are not considered for networking in upcoming network lifetime. Therefore, 

network lifetime continually degrading in the faulty environments. We have solved this problem 

in this project.        

Solution 1: 

We propose efficient fault detection and routing (EFDR) scheme to manage a large size WSN. 

Cellular automata (CA) based node management technique is used for fault detection in our 

technique. The proposed CA based rules run on every sensor node and each sensor node set own 

state with the help of CA. The faulty nodes are detected by neighbor node’s temporal and spatial 

correlation of sensing information and heart beat message passing by the cluster head. On the 

other hand L-system based data routing scheme is proposed to determine optimal routing path 

between the cluster head and the base station. The proposed EFDR technique is capable of 

detecting and managing the faulty nodes in an efficient manner. The simulation results show 

approximately 86% improvement in the energy loss rate compare to the algorithm proposed by 

Venkataraman et. al. 



Results:  

 

 

 

Figure: A) Energy loss in WSN at different percentage sensor circuit fault. B) Energy loss comparison between 

EFDR, PER, DD and HPEQ at 0% sensor circuit fault. C) Energy loss compression between EFDR, PER, DD and 

HPEQ at 30% sensor circuit fault. D) Energy loss comparison at 35% sensor circuit fault. 
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Figure:  A) The network coverage compression. B) The network coverage of EFDR scheme at different percentage 

of sensor circuit fault, C) The network coverage of EFDR scheme at different percentage of receiver circuit fault D) 

The network coverage percentage of EFDR at different percentage of transmitter circuit fault. 
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Problem 2:  

A standard fault diagnosis and detection scheme can improve the reusability of the fault sensor.  

Therefore, a fault tolerant WSN demands an efficient fault diagnosis and detection scheme for 

performance and lifetime enhancement.    

 

Solution 2: 

 Energy efficient routing is the major goal to design an effective and high performance 

wireless sensor network (WSN). To design energy efficient routing technique, it is essential to 

consider load balancing as unavoidable phenomena. We present a new dynamic load balanced 

routing policy offering a high level of energy efficiency. Unlike existing routing solutions, our 

scheme is based on a distributed and load balancing scheme. Furthermore, it employs a new 

fuzzy based node classification scheme to enhance the network lifespan and coverage of the 

network. Node decides multi-hop data transmission path according to node efficiency. Therefore, 

proposed policy distributes routing load throughout the network. Extensive analysis and 

simulation show that our approach improves many important performance metrics such as: 

network life span, global energy loss, transmission delay, and packet delivery ratio. 

 

 

 

 



Results: 
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Figure shows global energy loss with 100 nodes 
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The figure shows global energy loss with 800 nodes. 



200 400 600 800 1000

100

200

300

400

500

600

700

800

900

1000

1100

1200

Fi
rs

t N
od

e D
ie

s

Number of Nodes

 FDLMP

 LEACH

 m-LEACH

 HEED

 
The figure shows network lifetime (first node death) 

 
 

The figure shows global energy loss in FNCM scheme for different network size 
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Problem 3: 

A high performance WSN needs an efficient fault tolerant technique that can tolerate the 

maximum amount of errors which may be occur during data gathering phases. On the other hand, 

high message overhead is another problem to design an efferent fault tolerant technique.    

Solution:    

In a wireless sensor network, reliability is the main issue to design any routing technique. To 

design a comprehensive reliable wireless sensor network, it is essential to consider node failure 

and energy constrain as inevitable phenomena.  In this work we present energy efficient node 

fault diagnosis and recovery for wireless sensor networks referred as energy efficient fault 

tolerant multipath routing scheme for wireless sensor network. The scheme is based on 

multipath data routing. One shortest path is used for main data routing in our scheme and other 

two backup paths are used as an alternative path for faulty network and to handle the overloaded 

traffic on main channel. Shortest pat data routing ensures energy efficient data routing. 

Extensive simulation results have revealed that the performance of the proposed scheme is 

energy efficient and can tolerate more than 60% of fault. 

 

Results:    
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Figure demonstrates an average delay in different percentage of node failures 
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Figure shows average packet delivery in different percentage of node failures 
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Figure illustrates the average dissipated energy in different percentage of node failures 
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Figure shows throughput with respect to main routing path fault 
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Problem 4:  

The Obstacles detection technique can reduce the fault occurrence percentage in the wireless 

sensor networks. Therefore, WSN demands an energy efficient obstacles detection technique for 

it performance improvement.   

 

Solution: 

This work reports an obstacle discovery and localization scheme in wireless sensor network 

(ODLS). Sometime due to limited knowledge about obstacle, source node’s data are unable to 

reach destination node. Therefore, base station unaware about the source node’s monitoring 

field. On the other hand, without the knowledge of the obstacles end-user is unable to make 

appropriate decisions. The propose scheme detects obstacle having minimum exposure with 

graph based triangulation scheme and also detects the approximate location of it by edge based 

scheme. Experimental results show that the proposed scheme ensures better obstacle detection 

and localization in wireless sensor network. 
 

Results: 

TABLE1:  obstacle detection history in different nodes numbers (nodes deployed area 30×30) 

 

Number 

of Sensor 

node 

deployed 

Obstacle 

detection 

rate    

Total energy 

consumption 

(Joule) 

Total time 

delay 

(seconds) 

Average 

obstacle 

detection 

delay 

Total 

energy loss 

percentage 

for obstacle 

information 

routing 

(joule) 

Average 

obstacle 

information 

routing delay   

50 0.2 0.260 4 2 0.0041 1.50 



 

 
 

Figure shows total message passing with varying size of an irregular obstacle 
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250 0.6 6.400 13 2.16 0.0123 1.70 

300 0.7 9.210 16 2.28 0.0179 1.80 

350 0.8 12.530 20 2.5 0.0204 1.85 

400 0.9 16.360 24 2.66 0.0248 1.90 

450 1 20.700 28 2.8 0.0275 1.95 

Total deployed nodes = 600 



The figure displays energy loss for different size of obstacle detection 

 

 

Problem 5: 

A load distribution scheme can reduce the fault occurrences possibility within the network 

lifetime. Therefore, a load distribution scheme is essential to reduce faults within the network.  

 

 

Solution: 
 

Energy efficient routing is the major goal to design an effective and high performance 

wireless sensor network (WSN). To design energy efficient routing technique, it is essential to 

consider load balancing as unavoidable phenomena. In this work, we present a new dynamic load 

balanced routing policy offering a high level of energy efficiency. Unlike existing routing 

solutions, our scheme is based on a distributed and load balancing scheme. Furthermore, it 

employs a new fuzzy based node classification scheme to enhance the network life span and 

coverage of the network. Node decides multi-hop data transmission path according to node 

efficiency. Therefore, proposed policy distributes routing load throughout the network. Extensive 

analysis and simulation show that our approach improves many important performance metrics 

such as: network life span, global energy loss, transmission delay, and packet delivery ratio.   

 

 

 

 

Result:   
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figure shows global energy loss with 100 nodes. 
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The figure shows converges percentage comparison for a network of size 500×700 m2 with 800 nodes. 
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The figure shows a comparison of energy utilization for FDLMP, LEACH, CHEF, and HEED. 
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Problem 6:  

 
In a 2D plane of the form of an undirected graph, G = (V, E), where V is the set of all vertices 

and E is the set of all edges. Each sensor node, ni ∈ V, periodically senses data from the 

monitoring area and sends its data to the BS through multi-hop communication. Due to the 

different types of environmental hazards including interference and deployed nodes failures, 

network failure can occur within the network. Therefore, a sub set of nodes Vj = {n1, 

n2, ……,nj }, ( Vj ⊆V ) become disconnected from the rest of the network, thus sensed data 

packets cannot reach the BS. As mentioned earlier, such a network condition can degrade the 

QoS of WSNs. If these failures can be tolerated during the data routing stage, then sensed in- 



formation can successfully reach the BS and the QoS of the WSN can be maintained. On the 

other hand, node failures or link errors frequently change throughout the network lifetime which 

significantly increases the data routing delay and energy consumption of the deployed sensor 

nodes. 

 

Solution: 
Our main objective is to overcome a network failure condition in a WSN in an energy efficient 

manner and relay data packets from the source nodes to the BS with minimum time delay. Next 

we state the problem definition formally. 

This section describes our proposed three related algorithms: Distributed Energy Efficient 

Heterogeneous Clustering (DEEHC), k - Vertex Disjoint Paths Routing (kVDPR), and Route 

Maintenance Mechanism (RMM). The primary goal of the proposed scheme is to consume the 

minimum energy of the deployed sensor nodes while selecting k disjoint paths. In our proposed 

DEEHC algorithm, the deployed sensor nodes are organized into different clusters with- out any 

central control. Therefore, in this section we first propose the DEEHC clustering algorithm. 

 
 

The figure shows example of network failure due to node failures. 

 

 Simulation results: 
This work has presented three interrelated algorithms, DEEHC, kVDPR and RRM. The performance 

of these algorithms are evaluated and compared with the existing algorithms NCCM-DC, RESP, and 

DFCA in terms of energy depletion ratio, node survival ratio, average success rate, message 

overhead, number of management packets, and data routing delay. The simulation parameters and 

their values used in simulation are shown in Table 1 being the same as in the literature. All the 

algorithms are simulated in a standard network simulator, NS3. The number of disjoint multi paths 

from each source node to the nearest CH has been set as k = 3. The probabilities of intra-cluster node 

failure and CH failure are initially set Pnode_failure = 0.02 and PCH_failure = 0.03. To verify the 

effectiveness, reliability and generality of the proposed algorithms, the simulations were conducted 

into two scenarios: small scale network, and large scale network. In the small-scale network, the 

network size is varied from 100 to 500. In large scale network, it is in the range of 600 to 1000. 

 



 
 

The figure shows ratio of energy depletion with increasing number of nodes (for k = 3). 

 

 
The figure shows node survival ratio per round, a) scenario 1 (100 nodes) and b) scenario 2 (10 0 0 nodes). 

 

 



 
 

The figure shows average success rate of packet delivery using different failure probabilities, a) scenario 1 ( P 

node_failure = 0.02) and b) scenario 2 ( P node_failure = 0.03). 
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Problem 7:  

 
In existing fault detection approaches, most of the energy avail- able to a sensor node is 

consumed on two major tasks, viz. diagnosis status selection of deployed sensor nodes and 

localization of faulty nodes within the network. Fault diagnosis strategies depend on the network 

topology or the location of sensor nodes since fault diagnosis is an important factor that can 

directly impact the performance and lifetime of the network. In dynamic applications of WSNs, 

the network structure can frequently change due to rapid fault occurrences within the network. 

Existing static sink based fault diagnosis approaches lead to large numbers of messages sent over 

the network (both data and status) in order to adapt to the topological changes. Hence, the 

available energy of the sensor nodes in the network can be rapidly depleted. In addition, sensors 

close to the sink suffer from much more traffic being routed through them compared to sensors at 



the boundary of the network due to the need to route data and status packets from sensors that are 

far away from the sink (Lau et al., 2014 and Koushanfar et al., 2003). After these sensors fail, 

communication holes, or energy holes, are created near to the sink node and the network can then 

become unreliable or even disconnected. In some cases, nodes and link failures may potentially 

portion an en- tire network into several sub-networks, hence these sub-networks become 

disconnected from the rest. Then, a Base Station (BS), or network administrator can declare 

these sub-networks dead due to the lack of available health information and exclude these sub- 

network nodes from the main network, despite most of the sub- network nodes can still survive 

for a long period of time. Recently, interesting approaches have been used for MS data gathering 

that can collect data from deployed sensor nodes in an energy efficient manner (Zahhad et al., 

2015 and Mi et al., 2015). These MS based data gathering strategies successfully collected data 

from different sub-networks in the network portion state. In these approaches, it was argued that 

MS based WSN management strategies are more effective in improving the performance of the 

network in dynamic environments. These works motivated us to propose an MS based fault 

diagnose strategy for WSNs. 

 

Solution: 
To address the above problems, this work proposes an MS based distributed fault diagnosis 

approach. In our approach, a mobile fault detector starts the fault diagnosis tour periodically 

from the BS, traverses the network, performs a diagnosis action on each static sensor node using 

single-hop communication and at the end of each fault diagnosis tour the mobile fault detector 

transports the entire network health information to the BS. During the fault detection tour, each 

deployed sensor node is directly diagnosed by the mobile fault detector and hence the current 

network structure is not affected by the fault diagnosis process. Moreover, if the fault detection 

tour is well planned, the mobile fault detector can accurately localize the abnormal nodes within 

in the network thus reducing the fault detection delay. This will give network administrators an 

up to date status of the network. 

 

The major contributions of this work can be summarized as follows: 

 

1. We propose a Mobile Sink based fault detector to perform fault diagnosis in WSNs. It 

reduces the message overhead and is resilient to network topology changes during the 

fault diagnosis process. 

2. We propose a hardware fault detection mechanism where each hardware component of 

the deployed sensor nodes is diagnosed by the mobile fault detector. Therefore, network 

administrators find the exact causes of any faults within the network. The proposed 

detector may also help to maintain the network. 

3. We focus on the problem of minimizing the length of each fault diagnosis tour by 

excluding faulty sensor nodes from the WSN, improving QoS. 

4. We carry out extensive simulations and real life experiments. The effectiveness of the 

proposed scheme is verified by comparing our method with other fault detection 

approaches in the literature. In addition, the real time applicability of the proposed 

scheme is confirmed by the real life experimental results. 

 

 Experimental results:  
 



 
 

The figure shows fault detection accuracy in the outdoor test: (a) hardware failure, (b) hardware and 

software failure. 

 
 

The figure shows (a) Energy consumption rate during the fault diagnosis process. (b) Network topology in 

the outdoor test. 
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Problem 8:  

 
Fault tolerance of network can be achieved through the load distribution of cluster head. Load 

distribution reduces the overhead of cluster head. Due to reduction of this overhead, the fault 

occurrence diminishes. Fault tolerance can also be enhanced by node authentication and secure 

transmission of data. If authentication is not performed, then some unknown sources may 

generate a bulk amount of data which if received by the cluster head, probability of system 

failure will be on the rise. 

 
Cluster formation and Cluster head detection: Cluster is formed according to the co-ordinate values of 
the sensor nodes as shown in Fig 1a (for uniform distribution) and Fig 1b (for non-uniform distribution). 
The cluster head is selected in the centre of the cluster for both uniform and non-uniform deployment of 
nodes. In case of non-uniform deployment, if there is no node in the centre, then choose nearest node 
from the centre as cluster head. After the selection of cluster head, the load of cluster head is distributed 
among its two neighbouring nodes. 
 

 
Figure (1a) Cluster formation for uniform distribution of nodes. (1b) Cluster formation for uniform 

deployment. 
 

Fault tolerant data transmission: One neighbouring node of cluster head performs 

authentication and another one transmits data. Through cluster head and transmission head only 

the authenticated nodes are allowed to transmit data to the base station. 

 

Solution: 
In this paper we will mainly concentrate on the distribution of the load of a cluster head to its neighbouring 
nodes. The functions of the cluster head are as follows:- 
 



a) Data receiving and Data aggregation: Cluster head collects data from its member nodes which 
are within the respective cluster and then aggregates the received data. 

b) Authentication: Authentication is required to prevent cluster head from malicious attacks if in 
case they receive unauthorized data from unknown source. 

c) Data transmission: Cluster head transmits the aggregated data to the base station. 

d) Routing: For those cluster heads which reside far from the base station and cannot directly send 
data to it, require routing. They send data to another cluster head which is within the transmission 
range of the former and also nearer to the base station. 

 
The node lying in the centre position of a network is eventually selected as the cluster head as shown in 
Fig 2. The cluster head performs the most important role of selecting the transmission & routing head and 
authentication head among the neighbouring nodes and it itself performs data receiving and data 
aggregation. 

 
Figure (2) Cluster head and its neighboring nodes position in a cluster. 

 
 
We have proposed the algorithm for both uniform and non-uniform deployment of nodes. We consider the 
whole network as a grid. For uniform distribution each grid consists of one node. But for non-uniform each 
grid may or may not consist of nodes. 
 



In Algorithm 1 (Main Algorithm) cluster head is selected for the first time. For selection of transmission & 
routing head and authentication head_trans head and authen_head functions are respectively called. 
Energy loss due to data transmission, data receiving, data aggregation and node authentication is 
calculated. When residual energy of cluster head is less than the threshold, then we use the cluster_head 
function. If the residual energy of transmission and routing head is less than the threshold then 
trans_head function is called. The authen_head function is called if the residual energy of the 
authentication head is less than that of the threshold. This whole process gets repeated until the first 
node dies.  
 
In Algorithm 2, alternate cluster head is selected when residual energy of the previous cluster head is less 
than the threshold value. The new cluster head is selected among the neighbouring nodes of first cluster 
head. Also, those nodes which have not been previously chosen, can also be considered. 
 
In Algorithm 3, transmission & routing head is selected between those nodes which are in the 
neighbourhood of cluster head and it has minimum distance from the base station. 
 
In Algorithm 4, authentication head is selected out of the neighbouring nodes of cluster head and it has 
minimum distance from the cluster head. 
 

 Simulation results: 

 
Our simulation results show that the proposed algorithm can reduce the overhead of cluster head and 
provide an energy efficient mechanism. 
 
Different parameters for this simulation are given in Table 1 
 

 
 

Table 1: PARAMETERS CONSIDERED FOR SIMULATION 

 



In our proposed algorithm all the nodes are static. All sensor nodes are divided into a number of clusters, 
and each cluster executes the algorithm independently. We have assumed that all the nodes within one 
cluster are homogeneous. The communication environment is contention and error-free; hence sensors 
do not have to retransmit any data. To evaluate the performance of our algorithm for both uniform and 
non-uniform deployment of nodes, simulation is carried out using C in Linux. 
 

A. Simulation Results for Uniform Sensor Node Distribution 

 
We consider the nodes are distributed uniformly. Each cluster consists of 25 nodes. 
 

 
Figure (a) Energy loss due to load distribution of cluster head. (b) No of rounds before first node dies 

 

B. Simulation Results for Non-uniform Sensor Node Distribution 

 
We consider the nodes are distributed non-uniformly. Each cluster consists of 25 grids. 
 
As the nodes are distributed non-uniformly, we repeat the simulation 10 times and take the average result 
for each set of node numbers 

 
Figure: No of rounds before first node dies 

 

 

C. Fault Rate Calculation 

 
The system works better if the fault rate is under control. In our proposed algorithm, the cluster head 
distributes its work load to the neighbouring nodes. This directly results in less energy dissipation leading 



to the increase in network lifetime. So fault rate gradually decreases with the increasing number of nodes. 
Fault rate varies from 13 % to 23 %. 
 

 
Figure: Fault rate calculation 

 

D. Comparison with Other Existing Algorithms 

 

Now we compare the energy loss by the cluster head after the load distribution. It is depicted 

that the energy loss by the cluster head for the proposed technique is almost 90 % to 92% less 

than the existing techniques like LEACH, EEE LEACH(Energy Efficient Extended 

LEACH). We take the energy consumption value by the cluster head up to 5th iteration. 

 
Figure: Energy loss by the cluster heads 

 

In our proposed algorithm, load is distributed, so energy consumption is less than the existing techniques 
(LEACH, EEE LEACH) where cluster head performs all the tasks. For this reason, running time of the 
cluster head as well as the number of rounds (i.e. the time when the first node dies) is much higher in our 
method as compared with the existing ones (LEACH, EEE LEACH). 
 



 
Figure: No of rounds before first node dies 
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Problem 9:  
 
In recent years, ZigBee has been proven to be an excellent solution to create scalable and flexible 

home automation networks. In a home automation network, consumer devices typically collect 

data from a home monitoring environment and then transmit the data to an end user through 

multi-hop communication without the need for any human intervention. However, due to the 

presence of typical obstacles in a home environment, error-free reception may not be possible, 

particularly for power constrained devices. A mobile sink based data transmission scheme can be 

one solution but obstacles create significant complexities for the sink movement path 

determination process. Therefore, an obstacle avoidance data routing scheme is of vital 

importance to the design of an efficient home automation system. 

 

Home automation networks are a significant application of Wireless Sensor Networks (WSN) 

where WSN and Consumer Electronics technology work together efficiently to construct a smart 

home. In a home automation network, smart consumer sensor nodes collect data from monitoring 



field and then transmit the data to the Base Station (BS) through multi-hop communication 

without any human intervention. Different types of physical obstacles may be present in and 

around the home environment, e.g. walls, furniture, human body, etc. These physical obstacles 

can hamper the data transmission path between sensor nodes and the BS. Therefore, data 

reception faults or data inconsistency faults have been occurring in home automation networks. 

An obstacle avoidance data routing scheme can alleviate and minimize reception faults and 

improve the performance of the home monitoring network. 

 

Solution: 
This paper presents a mobile sink based obstacle avoidance routing scheme for a home 

monitoring system. The mobile sink collects data by traversing through the obstacle avoidance 

path. Through ZigBee based hardware implementation and verification, the proposed scheme 

successfully transmits data through the obstacle avoidance path to improve network performance 

in terms of life span, energy consumption and reliability. The application of this work can be 

applied to a wide range of intelligent pervasive consumer products and services including robotic 

vacuum cleaners and personal security robots. 

 

A. SYSTEM DESCRIPTION 

 

The proposed automatic smart home monitoring system for this research which consisted of 

static sensor nodes and a robot-type mobile sink. Static sensor nodes are scattered in different 

locations in the home. These nodes collect data from the monitoring environment and then 

transmit data to the mobile sink. The mobile sink moves along different paths by avoiding 

obstacles and collects data from the static sensor nodes to transmit to the BS. Static sensor 

nodes are coupled to each other through IR based signal transmission for detecting the 

presence of obstacles between them. Similarly, the mobile sink also transmits an IR signal to 

the static sensor nodes for detecting the presence of obstacles on its moving path. Each static 

node detects the emitted IR signal. The BS is used to send the sensed information to another 

networks. The Zigbee standard is used for communication between the static nodes and the 

mobile sink. 



 
Figure: The proposed home monitoring layout. 

 
The main goal of this research was to detect obstacle avoidance by forming an optimal sink 

movement path under a smart home network. The optimal sink moving scheme can efficiently 

improve network performance and lifetime. However, another goal is to design a mobile sink 

based obstacle avoidance routing scheme, which can maximize the reliability of the network. 

 

B. IR BASED OBSTACLE AVOIDANCE DETECTION 

 

In IR based obstacle detection systems, each sensor node couples with its neighbour nodes 

through IR transmission for the obstacle detection. If any sensor node is unable to detect the IR 

signal from its neighbour node, it considers that there is the presence of obstacle between them. 

Once an obstacle has been detected, the node transmits this information to the BS and in this 

work ZigBee is used. Detailed description of both the static sensor node design and the mobile 

sink system is described below. 

 

 Static Sensor Node Design 

 

Static nodes are designed using a simple 8-bit microcontroller with a ZigBee RF baseband and 

protocol stack for node-to-node communication. An IR emitter is used for infrared coupling. A 

local timer is used for generating accurate time delays and additional terminals are provided for 

triggering or resetting events. A PIN diode and preamplifier are assembled on lead frame. The 



epoxy package is designed as an IR filter. The demodulated output signal can be directly 

decoded by the microprocessor. 

 

 Mobile Sink Design 

 
The mobile sink contains a robotic based chassis, a motor board, static sensors and an IR based 

transceiver. The mobile sink movement is controlled by the motor board according to the path 

information. 

 
 

Figure: The proposed mobile sink – a classical vehicular robot design. 

 
 

EXPERIMENTAL RESULTS 

 

Nine static sensors are deployed into three rooms for the home environment monitoring. One 

robotic based mobile sink is used for data collection. The experiment tests the feasibility of the 

proposed scheme on real life implementation using a mobile robotic vehicle emulating such 

devices as security robots or robotic vacuum cleaners. In the experiments, all static sensor nodes 

are initially the same and each sensor node communicates to its neighbour nodes through single-

hop communication. Each node verifies the presence of an obstacle through IR signal coupling. 

Each static sensor periodically transmits an IR signal to its neighbour nodes for obstacle 

verification. If any obstacle presents between the nodes, IR signals are unable to reach 

neighbouring nodes. In that condition, the node detects an obstacle between them. 

 



 
Figure: Mobile sink based data collection experiment, static sensor nodes are deployed in three rooms and these 

three rooms are connected through a common corridor. 

 

 
Figure: Data collection point set and all possible paths between them (through simulation). 

 
Figure: Optimal sink mobility path (after optimization).  

 
 
The proposed scheme derived from this research performs significantly better compared to the M-RGP scheme 

primarily due to the optimal sink mobility that reduces the energy loss of the static sensor nodes. The network 



lifetime comparison results between the static sink based data collection scheme and the mobile sink based data 

collection scheme. The proposed sink mobility based data collection scheme has resulted in an increased network 

lifetime of 30% compared to the static sink based data collection scheme. Therefore, the network lifetime is 

increased as a result of using the mobile sink based data collection scheme. 

 

 

 
 

Figure: Total energy loss comparison. 

 

 

 
Figure: Network lifetime comparison. 
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Some field testing results and excremental Setup: 

  
Practical implementation is an essential phenomenon to verify the efficiency of the 

proposed schemes. Therefore, we have prepared a real life hardware setup to verify our proposed 

schemes. This section shows some practical implementation images that demonstrate how the 

proposed schemes are working in the real life environments. 

 
 

 

 

 

 

 

 

 

 

 

 



The figure shows a hardware component of a sensor node that use of the data acquisition process in our field 

experiment  

 

 

The figure shows a base station (BS) that collects data from the deployed sensor nodes 

 

 

 

 

 

 

 

 

 

 

 

The figure shows a real life data gathering process in our laboratory  



 

 

The figure shows a network setup formation phase within our institution   

Conclusion: 
 

These nine proposed schemes are simulated using the standard simulation software. 

Throughout the simulation we have archived numerous impressive results that can prove our 

proposed schemes are more efficient compared to the existing schemes. On the other hand, some 

results of the proposed schemes also proved that the proposed schemes are essential innovation 

for some particular problem. The real life experiments prove the efficiency of the proposed 

schemes. 
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